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FIG. 6
PRIORITY
BB NUMBER | LOW SIDE | HIGH SIDE
BB#0 0 31
BB#1 1 30
BB#2 2 29
BB#3 3 28
BB#4 4 217
BB#5 5 26
BB#6 6 25
BB#7 Ji 24
BB#8 8 23
BB#9 9 22
BB#10 10 21
BB#11 11 20
BB#12 12 19
BB#13 13 18
BB#14 14 17
BB#15 15 16 \ 1021
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FIG. 7
LOCK OS(CPU#0A) HV Hardware Hardware HV OS(CPU#2A)
STATUSI REQUEST XCai v F !
TRANSMISSION J" | WRITE IN BUFFER £3
free :"""""""' S ~
; ACQUIRE | (CHANGE STATUS)
{F2~j BUFFER LOCK *|  OF BUFFER
: (FREE — BUSY)/* . TOBUSY
--------------- ! N . \ F4
: UPDATE DATA | ! [ UPDATE DATA v
! OF BUFFER ; “\__OF BUFFER
b | F6 { ; i .
usy 1\ CHANGE ; CHANGE STATUS
i BUFFER STATUS * > OF BUFFER
: (BUSY — READY) . TOREADY }
............... it ARttt Lrs
xcall BY
F7 ™ DESIGNATING
PRIORITY
F8 TRANSMIT FOo
A 4
L RECEIVE F10

ready g

VERIFY UPDATE
S R

SITUATION OF

TATUS OF BUFFE

F120 . ,
RELEASE BUFFER
READY — FREE

WRITE IN OS AREA

RECEIVE Xoai]
free

F13

\ 4

TIM



U.S. Patent

Jun. 23, 2015 Sheet 8 of 11

US 9,063,929 B2

FIG. 8
C sTART D
g ¢
RECEIVE xcall FROM OS
A2 V<

IS BUFFER OF
TRANSMISSION DESTINATION
CPU FREE?

YES

ACQUIRE BUFFER LOCK
(STATUS: FREE — BUSY)

v

STORE DATA IN BUFFER

v

CHANGE BUFFER TO
COMPLETION STATUS
(STATUS: BUSY — READY)

v

DESIGNATE PRIORITY
AND NOTIFY PRIORITY
TO TRANSMISSION
DESTINATION CPU

v

C e D

NO




U.S. Patent

Jun. 23, 2015 Sheet 9 of 11

FIG. O

C START D
v

B1
I RECEIVE INTERRUPT OF xcall

4

B2 A

IS WRITE-IN OF BUFFER
COMPLETED?

B3—~_[ STORE DATA OF BUFFER
TO AREA FOR 08

v

B4
I RELEASE BUFFER
(STATUS: READY — FREE)

85\ v
COMPLETE RECEIVING xoall

v
C  END D

US 9,063,929 B2



US 9,063,929 B2

Sheet 10 of 11

Jun. 23, 2015

U.S. Patent

gJempieH
- -— f ———
m i 0 HO | ALIMORI | | 1€ 4O 0 ALIMORd |
H344N9g 40 SNLVLS i i e !
AINO STHRIIA
(VZ#)NdO TIVOX
40 Ewoin_ WoY4 (00 ‘90#)NdD ¥344n8 40
g31vadn S 88 ¥o4 HLIM DNLLIdWOD 007 DNIHNOOY
434908 HOIHM MONM 1LNOHLIM 4344ng TUNN SNLVLS
NVO (VZ#)NdD JONIS 40 5007 FHINDOV 40 $$300V
I | —G2 NVO (V1#)NdO (00 ,wm.r%wm_ww
0€ ¥O | R A0SINI9dAH
SI ALMORd :
NIHM (1#)89 (1#)ad e1ep
HO4 H344N8 40 | «— ¥O4 50
viva w_mmooE SNiEYS —
1€ HO 0
S| AL am%_m eep
NIHM (0988 | <— STIETS DN ON %0
404 ¥344n9 40 . bkl e e
v.1va $S300ud A
o roooa i)
veando VI#NdD | DO#NdO S0#NdD VO#NdD SO
¢#dd #4994 o#dd
oL ©Id



US 9,063,929 B2

Sheet 11 of 11

Jun. 23, 2015

U.S. Patent

a.emp.JeH
A ALIHOIYd X ALIHOMd
(00 'VO#)NdD
NOLLILIdNOD H.LIM DNLLIJWOD
LNOHLIM 4344n9 » _ LNOH1IM ¥344Ng
40 MO0 FHINOOY (00 "80#)NdO 90=92 | Jo W01 IUINDOY
NVO (YZHNdD '308N0S HLIM ONLLIdNOD @ NYO (80#)NdD
NOISSINSNVYHL SV LNOHLIM ¥344N4
(VE'VO#NdD NI INISIHd 40 %0071 FMINOIY qeiep
FUY HOIHM SAHOWAW NYO (v 1#)NdO
SAVIY (VZ#) NdO JONIS Sn3E}s JlosiniadAH
vi—62
\ S : | verep geep ||
< — eiep .
(1$8d ¥od < L STIeTs SATETS g0—-g¢
! minJMMMw-._
"-ﬂ--mwmm--m veep ||
Y (omEg yo4- m smer]|] — vO-sz2
"- n]w-..ﬂmmw-m
Vi#NdD | D0#NdD
Ve#NdO g04#NdO YO#NdD SO

¢#84

I#dd

L1 "Old

0#44




US 9,063,929 B2

1

INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING METHOD,
COMPUTER-READABLE RECORDING
MEDIUM HAVING STORED THEREIN
PROGRAM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2012-
192392, filed on Aug. 31, 2012, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiments discussed herein are directed to an infor-
mation processing apparatus, an information processing
method, and a computer-readable recording medium having
stored therein a program.

BACKGROUND

In a computer system including a plurality of central pro-
cessing units (CPUs), when data is transferred among the
plurality of CPUs, for example, a CPU of a transmission
source writes data in a share memory of a transmission des-
tination and thereafter, generates and notifies an interrupt to a
CPU of the transmission destination. The CPU that receives
the interrupt accesses the share memory to read out the data
written in the memory. Hereinafter, data communications
performed among the CPUs may be called a cross call (xcall).

[Patent Literature 1] Japanese Laid-open Patent Publica-
tion No. 2004-086615
[Patent Literature 2] Japanese Laid-open Patent Publication

No. 11-120156
[Patent Literature 3] Japanese Laid-open Patent Publication

No. 2006-301894
[Patent Literature 4] Japanese Laid-open Patent Publication

No. 63-059649
[Patent Literature 5] Japanese Laid-open Patent Publication

No. 2000-029850

However, in a large-scale computer system including a
plurality of CPUs, the number of CPUs increases, and as a
result, a time required for the cross call also increases. There
is a case in which after an operating system (OS) issues a
cross call transmission request, the cross call is not completed
within a prescribed time, the OS detects a time-out (cross call
time-out), and the system abnormally ends. Therefore, it is
desirable to complete the cross call within a short time.

For example, in an information processing apparatus
including a building block (BB) including a plurality of
CPUs, when the cross call is performed among the CPUs
through the BBs, it is desirable that the CPU of the transmis-
sion destination can efficiently judge from which CPU
included in the BB the interrupt is received. Further, a cross
access competition in which data is transmitted to the same
CPU from the CPUs of the plurality of BBs may occur, but in
this case, it is desirable to prevent only processing of a spe-
cific BB from being prioritized.

SUMMARY

As aresult, an information processing apparatus includes:
a plurality of computing devices; and a plurality of storage
areas, and a first computing device among the plurality of
computing devices includes a data transmission processing
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unit storing data to be transferred to another computing
device in a first storage area among the plurality of storage
areas, and an interrupt generating unit generating an interrupt
corresponding to storage of data by the data transmission
processing unit with respect to a transmission destination of
the data together with identification information specitying
the storage area, and a second computing device among the
plurality of computing devices includes an interrupt process-
ing unit specifying from which computing device the inter-
rupt is requested based on the identification information
received together with the interrupt when receiving the inter-
rupt, and a data receiving unit reading out data from the first
storage area corresponding to the computing device specified
by the interrupt processing unit among the plurality of storage
areas.

Further, an information processing method in an informa-
tion processing apparatus including a plurality of computing
devices and a plurality of storage areas, includes: by a first
computing device among the plurality of computing devices,
transmitting data to be transferred to another computing
device to a first storage area among the plurality of storage
areas; generating an interrupt corresponding to transmission
of the data with respect to a transmission destination of the
data together with identification information specifying the
storage area, and by a second computing device among the
plurality of computing devices, specifying from which com-
puting device the interrupt is requested based on the identifi-
cation information received together with the interrupt when
receiving the interrupt; and reading out data from the first
storage area corresponding to the computing device specified
by an interrupt processing unit among the plurality of storage
areas.

Inaddition, a computer-readable recording medium having
stored therein a program that allows a computer including a
plurality of computing devices and a plurality of storage areas
to execute processing includes: transmitting data to be trans-
ferred to another computing device to a first storage area
among the plurality of storage areas; and generating an inter-
rupt corresponding to transmission of the data with respect to
a transmission destination of the data together with identifi-
cation information specifying the storage area.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram schematically illustrating a functional
configuration of an information processing apparatus as one
example of a first embodiment;

FIG. 2 is a diagram exemplifying a hardware configuration
of'the information processing apparatus as one example of the
first embodiment;

FIG. 3 is a diagram illustrating another example of the
hardware configuration of the information processing appa-
ratus as one example of the first embodiment;

FIG. 4 is a diagram illustrating a use example of a memory
of'the information processing apparatus as one example of the
first embodiment;

FIG. 5 is a diagram exemplifying a data configuration
written in a buffer area of the information processing appa-
ratus as one example of the first embodiment;
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FIG. 6 is a diagram exemplifying priority information in
the information processing apparatus as one example of the
first embodiment;

FIG. 7 is a diagram illustrating a flow of cross call process-
ing in the information processing apparatus as one example of
the embodiment;

FIG. 8 is a flowchart describing processing in a transmit-
ting-side CPU in the information processing apparatus as one
example of the first embodiment;

FIG. 9 is a flowchart describing processing in a receiving-
side CPU in the information processing apparatus as one
example of the first embodiment;

FIG. 10 is a diagram describing a method for transferring
data among CPUs in the information processing apparatus as
one example of the first embodiment; and

FIG. 11 is a diagram describing a method for transferring
data among CPUs in an information processing apparatus as
one example of a second embodiment.

DESCRIPTION OF EMBODIMENTS

Hereinafter, an information processing apparatus, an infor-
mation processing method, and a program according to
embodiments will be described with reference to the draw-
ings. However, the embodiments described below are just
examples and applications of various modified examples or
technologies which are not described in the embodiments are
notintended to be excluded. That is, the embodiments may be
variously modified (the embodiments and the modified
examples may be combined) to be implemented within a
scope without departing from the spirit. Further, in each
drawing, only constituent members illustrated in the drawing
are not provided but other functions may be included.

(A) First Embodiment

FIG. 1 is a diagram schematically illustrating a functional
configuration of an information processing apparatus 1 as one
example of a first embodiment. FIG. 2 is a diagram exempli-
fying a hardware configuration of the information processing
apparatus.

As one example of the first embodiment, the information
processing apparatus 1 includes a plurality of (sixteen of #0 to
#15, in the example illustrated in FIG. 2) building blocks
(BB) 100, as illustrated in FIG. 2. The plurality of BBs #0 to
#15 are connected to communicate with each other through a
bus 50.

The BB is one of hardware configuring units and config-
ures a node (computer node). The plurality of BBs 100 are, for
example, system boards, and the like and has the same con-
figuration as each other. FIG. 2 illustrates only a hardware
configuration of a BB #0, for convenience. The configuration
of the BB or the node is not limited to the configuration of
FIG. 2 and may include various configurations. For example,
the configuration of the BB or the node may be a configura-
tion without a service processor 105, and a plurality of CPUs
101 or a plurality of memories 102 connected to a bus inter-
face 104 may be placed on one system board or a function
block including a plurality of circuit boards in which the CPU
or the memory is installed may be set as the BB or the node.

Note that, hereinafter, as a reference numeral representing
the BB, reference numerals #0 to #15 are used when one of the
plurality of BBs needs to be specified, but a reference numeral
100 is used at the time of indicating any BB.

As illustrated in FIG. 2, the BB 100 includes the service
processor 105, the bus interface 104, one or more (four of #0
to #3 in the example illustrated in FIG. 2) CPUs 101, one or
more (four in the example illustrated in FIG. 2) memory
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access controllers (MACs) 103, and one or more (four in the
example illustrated in FIG. 2) memories 102.

Each of the CPU 101 and the memory 102 is connected to
the bus interface 104 through the MAC 103. Further, the bus
interface 104 is connected to communicate with the bus 50.
The bus 50 is, for example, a cross bar. However, the bus 50 is
not limited thereto and may be, for example, another bus
architecture such as a peripheral component interconnect
(PCI) bus, or the like.

The bus interface 104 is an interface which conforms to a
standard of the bus 50 and for example, a cross bar interface.

The service processor 105 is a processing device that man-
ages the BB 100, and for example, monitors an error inthe BB
100 and performs notification to the outside or recovery pro-
cessing when the error occurs.

The MAC 103 is a control device that controls data access
to the memory 102 and writes or reads out data in or to the
memory 102 in accordance with a data access request from
the CPU 101, or the like.

The memory 102 is a storage device including a ROM and
a RAM. A software program relating to communication con-
trol or data for the program is written in the ROM of the
memory 102. The software program on the memory 102 is
appropriately read and executed in the CPU 101. Further, the
RAM of'the memory 102 is used as a primary storage memory
or a working memory.

Note that, data is written or read out in or to the memory
102 even from another CPU 101 as well as the CPU 101
connected to the same MAC 103. In addition, data is written
or read out in or to the memory 102 even from the CPU 101
provided in another BB 100 as well as the CPU 101 provided
in the same BB 100. Further, in the information processing
apparatus 1, as described below, when data is transferred
among the CPUs 101, data is transferred through the memory
102. That is, the memory 102 serves as a share memory shared
and used by the plurality of CPUs 101.

Further, it is assumed that the CPU 101 preferentially uses
the memory 102 connected to the same MAC 103. Hereinaf-
ter, the memory 102 connected to the same MAC 103 as the
CPU 101 may be referred to as a priority memory 102.

FIG. 3 is a diagram illustrating another example of the
hardware configuration of the information processing appa-
ratus as one example of the first embodiment. In the example
illustrated in FIG. 3, each BB 100 includes each two CPUs
101, MACs 103, and memories 102. Further, in the example
illustrated in FIG. 3, the information processing apparatus 1
includes n+1 (however, n is an integer of 0 or more) BBs (#0
to #n). The plurality of BBs may be divided into several
partitions. Herein, the same OS as the partition operates and
when viewed from the OS which operates, a group of building
blocks operate as one system. For example, in the example
illustrated in FIG. 3, the BB #0 and the BB #1 operate as a
partition #1, the BB #2 to the BB #4 operate as a partition #2,
and further, the BB #n operates as a partition #m (however, m
is a natural number of 1 or more). Herein, an OS operated by
the BBs included in the partition #1 identifies that the BB #0
and the BB #1 operate as one system and an OS operated by
the BBs included in the partition #2 identifies that the BB #2
to the BB #4 operate as one system. Similarly, an OS operated
by the BB included in the partition #m identifies that the BB
#n operates as one system.

FIG. 4 is a diagram illustrating a use example of the
memory 102 of the information processing apparatus 1 as one
example of the first embodiment. As illustrated in FIG. 4, the
memory 102 includes a receiving buffer area 25 (25-0 to
25-15) installed for each BB 100 and an OS area 1023
installed for each OS and further, includes an area 1024
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storing priority information 1021. Hereinafter, in the first
embodiment, if not particularly limited, the receiving buffer
area is called a buffer area or simply called a buffer.

The OS area 1023 is an area storing data used by the OS.
When a plurality of OSs are executed in the BB 100, a plu-
rality of OS areas 1023 corresponding to the OSs (OSs #0 to
#3 in the example illustrated in FIG. 4), respectively, are
provided as illustrated in FIG. 4. That is, the OS area 1023 is
provided for each OS executed by the BB 100.

For example, a copy of data which is read out from the
buffer area 25 is stored in the OS area 1023 by a data storage
processing unit 21 to be described below. The OS reads out
data from the OS area 1023 used by the OS itself among the
plurality of OS areas 1023 and uses the read-out data.

The buffer area 25 is an area storing data transferred to the
CPU 101 and data transferred from another CPU 101 is stored
in the buffer area 25.

In the first embodiment, a storage area of a part of the
memory 102 (priority memory 102) connected to the same
MAC 103 as a CPU 101 of a transmission destination of data
serves as the buffer area 25. Hereinafter, in transferring data
among the plurality of CPUs 101, a CPU 101 at a side that
transmits data is called a transmission source CPU 101 and a
CPU 101 at a side that receives data is called a transmission
destination CPU 101.

The buffer area 25 is provided to correspond to each BB
100 provided in the information processing apparatus 1. For
example, the buffer area 25-0 is provided to correspond to the
BB #0 and the buffer area 25-1 is provided to correspond to
the BB #1. Similarly, the buffer areas 25-2 to 25-15 are
provided to correspond to the BBs #2 to #15, respectively.

Note that, as reference numerals representing the buffer
areas, when one of the plurality of buffer areas needs to be
specified, reference numerals 25-0 to 25-15 are used, but the
reference numeral 25 is used at the time of indicating any
buffer area. The buffer area 25 is provided for each BB 100.

FIG. 5 is a diagram exemplifying a data configuration
written in the buffer area 25 of the information processing
apparatus 1 as one example of the first embodiment.

First data 2514 and second data 2515 are stored in each
buffer area 25, as illustrated in FIG. 5.

The first data 251a includes an assignable area (reserved
area) apart from a status 2510 indicating a status of the buffer
area 25. As the status 2510, information indicating any one of
“free”, “ready”, and “busy” is stored.

Herein, “free” indicates a status in which the buffer area 25
is not locked and indicates a status capable of acquiring an
authority to lock and use the buffer area 25 in order to write
data in the buffer area 25. “ready” indicates a status (lock
status) in which the authority to write data in the buffer area
25 is completely acquired and indicates a status in which data
is able to start being written in the buffer area 25. “busy”
indicates that data is being written in the buffer area 25.
Information of the status 2510 is updated by, for example, a
data transmission processing unit 12 to be described below.

The second data 2515 includes data 252, data_ready 2520,
and a separately assignable area (reserved area). The data 252
is data transferred from another CPU 101. The data_ready
2520 indicates a status of the data 252 and for example, stores
information indicating any one of “false” and “true”. In trans-
ferring data among the CPUs 101, the transmission destina-
tion CPU 101 accesses the data_ready 2520 in order to open
the buffer area 25. Note that, the data_ready 2520 is known
and is not described in detail.

The status 2510, which is information accessed by the
transmission source CPU 101, is stored in the first data 251a,
in transferring data among the CPUs 101. Meanwhile, the
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data 252 and the data_ready 2520, which are information
accessed by the transmission destination CPU 101, are stored
in the second data 2515, in transferring data among the CPUs
101.

Further, each of the first data 251a and the second data
2515 is configured to be the same size as a cache line size of
the CPU 101. That is, the first data 251a and the second data
2516 are placed to become each line on a cache.

As a result, in transferring data among the CPUs 101,
access by the transmission source CPU 101 to the status 2510
and access by the transmission destination CPU 101 to the
data 252 or the data_ready 2520 are independently per-
formed.

For example, the transmission source CPU 101 takes lock
in order to write data in the buffer area 25 and changes the
status 2510 from “free” to “busy”.

Further, when storing data in the buffer area 25 is com-
pleted, the transmission source CPU 101 changes the status
2510 from “busy” to “ready”. Further, the transmission
source CPU 101 changes the data_ready 2520 from “false” to
“true” and applies an interrupt to the transmission destination
CPU 101 (xcall). The transmission destination CPU 101 veri-
fies that the data_ready 2520 is set as “true” as a free interrupt
measure.

Further, when reading-out of data from the buffer area 25 is
completed, the transmission destination CPU 101 changes
the status 2510 from “busy” to “free” and opens the buffer
area 25.

As such, when data is transferred from the transmission
source CPU 101 to the transmission destination CPU 101
through the buffer area 25, simultaneous access by the trans-
mission source CPU 101 and the transmission destination
CPU 101 to the same cache line is prevented. As a result,
occurrence of lock competition for accessing the buffer area
25 may be suppressed between the transmission source CPU
101 and the transmission destination CPU 101. That is, false
sharing by the transmission source CPU 101 and the trans-
mission destination CPU 101 may be avoided and processing
delay caused by the lock competition by the transmission
source CPU 101 and the transmission destination CPU 101
may be relieved.

Further, the data 252 and the data_ready 2520 are provided
in the second data 2515, and as a result, the data 252 and the
data_ready 2520 are placed on the same line on the cache and
the transmission destination CPU 101 may obtain the data
252 and the data_ready 2520 through one access. Therefore,
an access frequency to the buffer area 25 may be reduced.

The priority information 1021 is information indicating the
order of priority of each BB 100 provided in the information
processing apparatus 1.

FIG. 6 is a diagram exemplifying the priority information
1021 in the information processing apparatus 1 as one
example of the first embodiment.

In the information processing apparatus 1, unique priority
not to be duplicated with each other is, in advance, set for each
BB 100, as exemplified in FIG. 6. Further, two (two types of)
priorities are set in each BB 100.

In the example illustrated in FIG. 6, integers 0 to 15 are set
forthe BBs #0 to #15 as first priority, respectively and integers
31 to 16 are set for the BBs #0 to #15 as second priority,
respectively Further, it is assumed that in the priorities 0 to 31
exemplified in FIG. 6, as a numeral value of the priority is
larger, the order of priority is higher. Hereinafter, among the
priorities set in the respective BBs 100, the priorities 0 to 15
are referred to as low-side priorities (first priority informa-
tion) and the priorities 16 to 31 are referred to high-side
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priorities (second priority information). The high-side priori-
ties 16 to 31 are higher than any priority of the low-side
priorities 0 to 15.

For example, two priorities of the priority 0 indicating the
lowest priority and the priority 31 indicating the highest pri-
ority are set in the BB #0 as a pair and two priorities of the
low-side priority 3 and the high-side priority 28 are set in the
BB #3 as a pair.

Any one of the two priorities set for the respective BBs 100
is randomly selected by a processing priority setting unit 13 to
be described below. Hereinafter, the priority selected by the
processing priority setting unit 13 may be called an interrupt
level.

Further, as described above, the priorities set in the respec-
tive BBs 100 are set as unique values not to be duplicated for
the respective BBs 100. As a result, the BBs 100 may be
specified from the priorities. That is, the priorities are used as
node identification information specifying nodes.

Further, as illustrated in FIG. 4, the buffer areas 25 are
provided in the priority memory 102 to correspond to the BBs
100, respectively. As a result, the priority serves as identifi-
cation information indirectly specifying the buffer (storage
area) 25.

Further, a partial storage area of the memory 102 is used
even as an interrupt priority order queue 24 illustrated in FIG.
1. The interrupt priority order queue 24 includes a plurality of
queues which corresponds to the aforementioned respective
priorities of the priority information 1021. In the example
illustrated in FIG. 1, the interrupt priority order queue 24
corresponds to the priorities 0 to 31 of the priority information
1021 illustrated in FIG. 6 and includes 32 queues. In FIG. 6,
any one numerical value of 0 to 31 corresponding to the
priorities 0 to 31 is denoted to each queue of the interrupt
priority order queue 24. Each queue of the interrupt priority
order queue 24 corresponds to the interrupt level.

A flag (for example, “1”) is set in each queue of the inter-
rupt priority order queue 24 by the processing priority setting
unit 13 to be described below.

The priority order is set in each queue of the interrupt
priority order queue 24 and in the embodiment, queues set
with large numerical values among the queues set with the
flags by the processing priority setting unit 13 are preferen-
tially processed by an interrupt processing unit 23 to be
described below.

Note that, as the interrupt priority order queue 24, only the
partial storage area of the memory 102 is not limited to be
used but various other storage devices may be used.

The CPU 101 is a computing device that performs various
controls or computations and implements various functions
by executing the OS or a control program (hypervisor, HV)
stored in the memory 102.

The hypervisor is a control program for implementing a
virtual machine which is one of virtualization technologies of
a computer and manages an OS (virtual OS) throughout the
plurality of BBs 100.

In the information processing apparatus 1, each CPU 101
serves as the transmission source CPU 101 that transmits data
to other CPUs 101 and serves even as the transmission desti-
nation CPU 101 that transmits data transmitted from other
CPUs 101.

When the CPU 101 serves as the transmission source CPU
101, the CPU 101 serves as a cross call reception processing
unit 11, the data transmission processing unit 12, the process-
ing priority setting unit 13, and an interrupt generating unit
14, as illustrated in FIG. 1. Further, when the CPU 101 serves
as the transmission destination CPU 101, the CPU 101 serves
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as the interrupt processing unit 23, a data reception process-
ing unit 22, and the data storage processing unit 21, as illus-
trated in FIG. 1.

The CPU 101 executes the hypervisor extended on the
memory 102 as the control program to serve as the cross call
reception processing unit 11, the data transmission process-
ing unit 12, the processing priority setting unit 13, the inter-
rupt generating unit 14, the interrupt processing unit 23, the
data reception processing unit 22, and the data storage pro-
cessing unit 21. That is, in the information processing appa-
ratus 1 of the first embodiment, the cross call reception pro-
cessing unit 11, the data transmission processing unit 12, the
processing priority setting unit 13, the interrupt generating
unit 14, the interrupt processing unit 23, the data reception
processing unit 22, and the data storage processingunit 21 are
implemented as the function of the hypervisor.

Note that, the control program (hypervisor) for implement-
ing the functions as the cross call reception processing unit
11, the data transmission processing unit 12, the processing
priority setting unit 13, the interrupt generating unit 14, the
interrupt processing unit 23, the data reception processing
unit 22, and the data storage processing unit 21 is provided
while the program is recorded in computer-readable record-
ing media such as, for example, a flexible disk, CDs (a CD-
ROM, aCD-R,a CD-RW, and the like), DVDs (a DVD-ROM,
a DVD-RAM, a DVD-R, a DVD+R, a DVD-RW, a DVD+
RW, an HD DVD, and the like), a Blu-ray disk, a magnetic
disk, an optical disk, an optic-magnetic disk, and the like.
Then, the computer reads the program from the recording
media and thus transmits the read program to an internal
memory device or an external memory device, which is stored
and used. Further, the program may be recorded in the
memory devices (recording media) such as, for example, the
magnetic disk, the optical disk, the optic-magnetic disk, and
the like and may be provided to the computer from the
memory devices through communication routes.

When implementing the functions as the cross call recep-
tion processing unit 11, the data transmission processing unit
12, the processing priority setting unit 13, the interrupt gen-
erating unit 14, the interrupt processing unit 23, the data
reception processing unit 22, and the data storage processing
unit 21, a program stored in an internal storage device (the
memory 102 in the embodiment) is executed by a micropro-
cessor (the CPU 101 in the embodiment) of the computer. In
this case, the computer may read the program recorded in the
recording medium to execute the read program.

Note that, in the embodiment, the computer is a concept
that includes hardware and an operating system and repre-
sents hardware that operates under the control of the operat-
ing system. Further, when the operating system is unneces-
sary, and thus an application program singly operates the
hardware, the hardware itself corresponds to the computer.
The hardware at least includes the microprocessor such as the
CPU, or the like and method for reading the computer pro-
gram recorded in the recording medium and in the embodi-
ment, the information processing apparatus 1 or the BB 100
has a function as the computer.

The cross call reception processing unit 11 receives a cross
call transmission request from the OS.

The data transmission processing unit 12 transmits data to
be transferred to the transmission destination CPU 101. In
detail, the data transmission processing unit 12 writes data in
the buffer area 25 corresponding to the BB 100 provided in
the transmission source CPU 101 in the priority memory 102
corresponding to the transmission destination CPU 101.

Further, the data transmission processing unit 12 updates
the status 2510 of the buffer area 25, or the like. For example,
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the data transmission processing unit 12 first obtains lock of
the target buffer area 25 to change the status 2510 of the buffer
area 25 from “free” to “busy” when writing data in the buffer
area 25. In addition, the data transmission processing unit 12
changes the data_ready 2520 from “false” to “true” when
completes writing data in the buffer area 25.

The processing priority setting unit 13 determines the
transmission destination CPU 101 based on the cross call
transmission request which the cross call reception process-
ing unit 11 receives from the OS. Note that, the determination
of the transmission destination CPU 101 may be imple-
mented by a known method and will not be described in
detail. In addition, the processing priority setting unit 13
randomly selects one priority from a plurality of (two in the
embodiment) priorities which is previously assigned to the
own BB 100, by referring to, for example, the priority infor-
mation 1021. That is, the processing priority setting unit 13
sets the interrupt level.

The interrupt generating unit 14 notifies the interrupt to the
transmission destination CPU 101 when the aforementioned
data transmission processing unit 12 transmits (stores) data to
(in) the buffer area 25 associated with the transmission des-
tination CPU 101 and updates the status 2510 of the buffer
area 25, or the like.

The interrupt generating unit 14 performs the interrupt
notification accompanied by the priority selected by the pro-
cessing priority setting unit 13 to the transmission destination
CPU 101. In detail, the interrupt generating unit 14 sets the
flag “1” in a queue corresponding to the priority selected by
the processing priority setting unit 13 among the queues of the
interrupt priority order queue 24 of the priority memory 102
corresponding to the transmission destination CPU 101, for
example.

In the transmission destination CPU 101, when the inter-
rupt is performed from the transmission source CPU 101
(interrupt generating unit 14) and the flag “1” is set in the
interrupt priority order queue 24, the interrupt processing unit
23 specifies from which BB 100 an interrupt processing
request is input. In detail, the interrupt processing unit 23
judges which interrupt level (priority) the queue with the set
flag in the interrupt priority order queue 24 corresponds to.

The interrupt processing unit 23 specifies the priority cor-
responding to the queue with the set flag and further, specifies
the BB 100 corresponding to the specified priority. The inter-
rupt processing unit 23 notifies the buffer area 25 correspond-
ing to the specified BB 100 to the data reception processing
unit 22.

The data reception processing unit 22 refers to the buffer
area 25 notified by the interrupt processing unit 23 and veri-
fies that writing data is completed in the data 252. In detail,
the datareception processing unit 22 verifies whether “ready”
is set in the status 2510 of the target buffer area 25 and when
“ready” is set, the data reception processing unit 22 judges
that writing data is completed.

When the data reception processing unit 22 verifies that
writing data in the buffer area 25 is completed by the data
transmission processing unit 12, the data reception process-
ing unit 22 reads out data from the data 252 of the specified
buffer area 25. Further, the data storage processing unit 21
stores a copy of the data read out from the bufter area 25 in the
OS area 1023 corresponding to the OS executed by the trans-
mission destination CPU 101. Thereafter, the data storage
processing unit 21 accesses the data_ready 2520 of the buffer
area 25 to be processed and releases the buffer area 25. Note
that, the data copied to the OS area 1023 is processed by the
OS.
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In the information processing apparatus 1 as one example
of'the first embodiment configured as above, processing at the
transmission-side CPU 101 will be described in accordance
with a flowchart (steps Al to A6) illustrated in FIG. 8 while
referring to FIG. 7.

Note that, FIG. 7 is a diagram illustrating a flow of cross
call processing in the information processing apparatus 1 as
one example of the embodiment. In FIG. 7, a CPU (#0A),
which is the transmission source CPU 101, is illustrated at a
left side in the figure and further, a CPU (#2A), which is the
transmission destination CPU 101, is illustrated at a right side
in the figure.

In the transmission source CPU 101, first, the cross call
reception processing unit 11 receives the cross call from the
OS (step Al; see reference numeral F1 of FIG. 7).

In step A2, the data transmission processing unit 12 verifies
whether the buffer area 25 corresponding to the BB 100 of the
transmission source CPU 101 is free in the priority memory
102 corresponding to the transmission destination CPU 101.
In detail, the data transmission processing unit 12 verifies
whether “free” is stored in the status 2510 and when the status
2510 is not “free” (see route No of step A2), step A2 is
repeatedly performed.

When the status 2510 is “free” (see route YES of step A2),
the data transmission processing unit 12 acquires the lock of
the buffer area 25 (see reference numeral F2 of FIG. 7) to
change the status 2510 of the buffer area 25 from “free” to
“busy” (step A3; see reference numeral F3 of FIG. 7).

Further, in step A4, the data transmission processing unit
12 writes the data 252 in the buffer area 25 of the transmission
destination CPU 101 to update the data 252 (see reference
numeral F4 of FIG. 7). When storing data in the buffer area 25
is completed, in step A5, the data transmission processing
unit 12 changes the status 2510 of the buffer area 25 from
“busy” to “ready” (see reference numeral F5 of FIG. 7) to
change the status of the buffer area 25 (see reference numeral
F6 of FIG. 7).

The processing priority setting unit 13 randomly selects
one priority from a plurality of (two in the embodiment)
priorities previously assigned to the own BB 100 and sets the
level of the interrupt (see reference numeral F7 of FIG. 7).

Herein, two types of high and low priorities are prepared
for each BB 100 and the processing priority setting unit 13
randomly selects one priority of two types of priorities to
evenly process data transmitted from the plurality of BBs 100
without preferentially executing processing of a specific
transmission source CPU 101.

Further, the processing priority setting unit 13 performs the
interrupt notification accompanied by the selected priority to
the transmission destination CPU 101 (step A6). As a result,
the interrupt is notified to the transmission destination CPU
101 by hardware (see reference numeral F8 of FIG. 7). The
processing priority setting unit 13 sets a flag in a queue
corresponding to the selected priority among the queues of
the interrupt priority order queue 24 of the priority memory
102 corresponding to the transmission destination CPU 101,
and the processing ends.

Subsequently, in the information processing apparatus 1 as
one example of the first embodiment, processing at the recep-
tion-side CPU 101 will be described in accordance with a
flowchart (steps B1 to B5) illustrated in F1G. 9 while referring
to FIG. 7.

In step B1, when the transmission destination CPU 101
receives the interrupt from the transmission source CPU 101
(see reference numeral F9 of FIG. 7), the interrupt processing
unit 23 specifies from which BB 100 an interrupt processing
request is input by referring to the interrupt priority order
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queue 24, in the transmission destination CPU 101. That is,
the interrupt processing unit 23 specifies the priority corre-
sponding to the queue with the set flag and further, specifies
the BB 100 corresponding to the specified priority.

In step B2, the data reception processing unit 22 verifies
that writing data is completed by referring to the buffer area
25 notified by the interrupt processing unit 23 (see reference
numeral F10 of FIG. 7). In detail, the data reception process-
ing unit 22 verifies whether “ready” is stored in the status
2510 and when the status 2510 is not “ready” (see route No of
step B2), step B2 is repeatedly performed.

In the transmission destination CPU 101, it may be speci-
fied which BB 100 data is stored in the buffer area 25 corre-
sponding to by the priority of the interrupt priority order
queue 24. In the transmission destination CPU 101, the data
reception processing unit 22 checks only the status 2510 of
the buffer area 25 corresponding to the target BB 100, and
may verify the status 2510 within a short time and rapidly
perform read-out processing by the transmission destination
CPU 101.

When the status 2510 is “ready” (see route YES of step B2),
the data storage processing unit 21 stores the copy of the data
read out from the buffer area 25 in the OS area 1023, in step
B3. Thereafter, the data storage processing unit 21 changes
the status 2510 of the buffer area 25 from “ready” to “free”
and releases the buffer area 25, in step B4 (see reference
numeral F12 of FIG. 7). Thereafter, in step BS, receiving the
cross call is completed (see reference numeral F13 of FIG. 7)
and the processing ends.

FIG. 10 is a diagram describing a method for transferring
data among the CPUs 101 in the information processing
apparatus 1 as one example of the first embodiment.

In the example illustrated in FIG. 10, the priorities 0 and 31
are setin the BB #0 and the priorities 1 and 30 are set in the BB
#1.

Further, in the BB (#0), each of CPUs #0A, #0B, and #0C
intends to transfer data to a CPU #2A of a BB #2 and among
them, the CPU #0A obtains lock of the buffer area 25-0 for the
BB #0 provided in the BB #2.

Further, the CPU #0A randomly selects any one priority
from the priorities “0” and “31” which are previously set in
the BB #0 and performs interrupt notification accompanied
by the selected priority to the CPU #2A.

Note that, until each of the CPUs #0B and #0C which do
not obtain the lock is able to take the lock of the buffer area
25-0, the CPUs #0B and #0C repeatedly access the status
2510.

In the information processing apparatus 1, the CPU #2A
includes the buffer area 25 for each BB 100. As a result, even
though the CPU #0A obtains the lock of the buffer area 25-0
for the BB #0, the CPU #1A of the BB #1 may obtain lock of
the buffer area 25-1 for the BB #1 provided in the BB #2. That
is, the CPU #1A of the BB #1 does not compete with the CPUs
#0B and #0C of the BB #0 and may take the lock of the buffer
area 25-1.

The CPU #1A randomly selects any one priority from the
priorities “1”” and “30” which are previously set in the BB #1
and performs interrupt notification accompanied by the
selected priority to the CPU #2A.

In the BB #2, when the CPU (#1A) receives the interrupt
notification of the cross call from another CPU 101, the CPU
#1A may know which buffer area 25 BB 100 corresponds to
is updated, by referring to the notified priority.

That is, in the BB #2, the CPU #2A processes data of the
buffer area 25-0 corresponding to the BB #0 when the priority
notified by the interrupt notification of the cross call is “0” or
“31”. Similarly, the CPU #2A processes data of the buffer
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area 25-1 corresponding to the BB #1 when the priority noti-
fied by the interrupt notification of the cross call is “1” or
“307.

As such, the CPU #2A verifies only the status 2510 of the
buffer area 25 corresponding to the notified priority and may
read out the data from the buffer area 25 in a short time and
rapidly process the cross call.

As such, according to the information processing appara-
tus 1 as one example of the first embodiment, the transmission
destination CPU 101 may specify which BB 100 the interrupt
is from by referring to the priority notified by the interrupt
notification of the cross call. As a result, the CPU 101 may
read out the data from the buffer area 25 within a short time
and rapidly process the cross call.

Further, in regard to cross calls respectively performed
from other BBs 100, cross call access competition by the
transmission source CPUs 101 of the respective BBs 100 to
the buffer area 25 of the transmission destination CPU 101
may be avoided.

As such, processing delay of CPU communication by
access competition among the CPUs 101 may beresolved and
rapid interCPU communications in a large configuration may
be implemented. As a result, occurrence of a cross call time-
out may be suppressed and the reliability of the apparatus may
be improved.

Further, a plurality of priorities (first priority and second
priority) are provided for each BB 100, and the processing
priority setting unit 13 notifies the priority randomly selected
from the priorities to the transmission destination CPU 101
by the interrupt notification of the cross call. As a result,
continuously processing some BBs 100 preferably may be
avoided and occurrence of a situation in which processing
from a specific BB 100 continuously takes a time may be
suppressed.

Further, in the buffer area 25, the first data 251a and the
second data 2515 are placed to become each line on a cache.
In addition, the first data 251a includes the status 2510 and the
second data 25154 includes the data 252 and the data_ready
2520.

As aresult, simultaneous access by the transmission source
CPU 101 and the transmission destination CPU 101 to the
same cache line may be prevented and occurrence of lock
competition for accessing the buffer area 25 may be sup-
pressed. That s, false sharing by the transmission source CPU
101 and the transmission destination CPU 101 may be
avoided and processing delay caused by the lock competition
by the transmission source CPU 101 and the transmission
destination CPU 101 may be relieved.

Further, the data 252 and the data_ready 2520 are provided
in the second data 2515, and as a result, the data 252 and the
data_ready 2520 are placed on the same line on the cache and
the transmission destination CPU 101 may obtain the data
252 and the data_ready 2520 through one access. Therefore,
an access frequency to the buffer area 25 may be reduced.

(B) Second Embodiment

In the information processing apparatus 1 of the first
embodiment, the buffer area 25 is provided for each BB 100
in the priority memory 102 of the transmission destination
CPU 101 and the invention is not limited thereto.

In an information processing apparatus 1 of the second
embodiment, the buffer area 25 is provided in each priority
memory 102 of the transmission source CPU 101 and the
transmission source CPU 101 stores data transferred to the
transmission destination CPU 101 in the buffer area 25 man-
aged by the transmission source CPU 101. Note that, the other
parts are configured similarly to the information processing
apparatus 1 of the first embodiment. That is, in the first
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embodiment, the buffer area is present in the transmission
destination, while in the second embodiment, an example in
which the buffer area is present in the transmission source
will be described below.

In the information processing apparatus 1 of the second
embodiment, when data is transferred from the transmission
source CPU 101 to the transmission destination CPU 101, the
data transmission processing unit 12 writes transmission data
in the data 252 of the buffer area 25 of the transmission source
CPU 101 to update the data 252, in the transmission source
CPU 101.

FIG. 11 is a diagram describing a method for transferring
data among the CPUs 101 in the information processing
apparatus 1 as one example of the second embodiment.

In the second embodiment, different priority information
1021 is set for each CPU 101, instead of the BB 100 of the first
embodiment. Further, even in the second embodiment, two
types of priorities (first priority information and second pri-
ority information) are set as the priority information, simi-
larly to the first embodiment.

The priorities set for each CPU 101 are set as unique values
which are not duplicated with each other with respect to each
CPU 101. As a result, the transmission source CPU 101 may
be specified from the priorities.

Further, in the second embodiment, the buffer area 25 is
provided for each CPU 101 in the BB 100. As a result, the
priority serves as identification information to specify the
buffer (storage area) 25.

In the example illustrated in FIG. 11, priority X (for
example, X=0 or X=31) is set in the CPU 101 (#0A) and
priority Y (for example, Y=1 or Y=30) is set in the CPU #1A.

Further, for convenience, although not illustrated, different
priorities are set even in other CPUs #0B and #0C, respec-
tively.

In addition, in the BB #0, each of the CPUs #0A, #0B, and
#0C intends to transfer data to the CPU #2A of the BB #2.

The CPU #0A obtains lock of a buffer area 25-0A of the its
own priority memory 102 and stores data in the buffer area
25-0A. In this case, the CPU #0A may obtain the lock of the
buffer area 25-0A without competing with other CPUs 101
(for example, the CPUs #0B and #0C). The CPU #0A ran-
domly selects any one priority from the priorities “0” and
“31” which are previously set in the BB #0 and performs
interrupt notification accompanied by the selected priority X
to the CPU #2A.

In the BB #0, the CPU #0B obtains lock of a buffer area
25-0B of its own priority memory 102, stores data in the
buffer area 25-0B, and further, the CPU #0C obtains lock of a
buffer area 25-0C of its own priority memory 102 and stores
data in the buffer area 25-0C.

Even the CPUs #0A to #0C may obtain the lock of the
buffer areas 25-0B and 25-0C without competing with other
CPUs 101.

In the BB #1, the CPU #1A obtains the lock of the buffer
area 25-1A of its own priority memory 102 and stores data in
the buffer area 25-1A. In this case, the CPU #1 A may obtain
the lock of the buffer area 25-0A without competing with
other CPUs 101 (for example, the CPUs #0B and #0C).

The CPU #1A randomly selects any one priority from the
priorities “1”” and “30” which are previously set in the BB #1
and performs interrupt notification accompanied by the
selected priority Y to the CPU #2A.

As such, in the information processing apparatus 1 as one
example of the second embodiment, each CPU 101 may
obtain the lock of the buffer area 25 without competing with
other CPUs 101 as well as the same operational effect as the
first embodiment may be acquired. That is, in each CPU 101,
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since competition for obtaining the lock for writing data in the
buffer area 25 does not occur and delay of processing by the
lock competition does not occur, the processing may be rap-
idly performed.

(C) Others

Further, a technique of a disclosed technology is not lim-
ited to the foregoing embodiments and various modifications
may be made within the scope without departing from the
spirit of the embodiment. Each configuration and each pro-
cessing of the embodiments may be selected as necessary or
may be appropriately combined.

For example, in each embodiment, unique priority is set for
each node 100 or each CPU 101 and the transmission source
node 100 or CPU 101 is specified based on the priority, but the
invention is not limited thereto. For example, instead of the
priority, unique identification information may be set for indi-
vidual nodes 100 or CPUs 101, respectively, and the trans-
mission source CPU 101 may notify the identification infor-
mation to the transmission destination CPU 101 to specify the
transmission source node 100 or CPU 101 in the transmission
destination CPU 101.

Further, in the second embodiment, the buffer area 25 is
provided for each CPU 101 in the transmission source BB
100, but the invention is not limited thereto. That is, in the
transmission source BB 100, the plurality of CPUs 101 may
include a common buffer area 25. As a result, in the transmis-
sion source BB 100, the size of the buffer area 25 may be
decreased.

Further, in the second embodiment, different priority infor-
mation 1021 is set for each CPU 101, but the invention is not
limited thereto and similarly to the first embodiment, difter-
ent priority information 1021 may be set for each BB 100.

The embodiment may be worked and manufactured by
those skilled in the art by the aforementioned disclosure.

According to the embodiment, the communications
between the computing devices in the information processing
apparatus including the plurality of computing devices can be
efficiently performed.

All examples and conditional language recited herein are
intended for pedagogical purposes of aiding the reader in
understanding the invention and the concepts contributed by
the inventor to further the art, and are not to be construed
limitations to such specifically recited examples and condi-
tions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although one or more embodiments
of the present inventions have been described in detail, it
should be understood that the various changes, substitutions,
and alterations could be made hereto without departing from
the spirit and scope of the invention.

What is claimed is:

1. An information processing apparatus, comprising:

a plurality of computing devices; and,

a plurality of storage areas, wherein

a first computing device among the plurality of computing
devices includes,

a data transmission processing unit transmitting data to
be transferred to another computing device to a first
storage area among the plurality of storage areas, and

an interrupt generating unit generating an interrupt cor-
responding to transmission of data by the data trans-
mission processing unit with respect to a transmission
destination of the data together with identification
information specifying the storage area, and

a second computing device among the plurality of comput-
ing devices includes,
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an interrupt processing unit specifying from which com-
puting device the interrupt is requested based on the
identification information received together with the
interrupt when receiving the interrupt, and

a data receiving unit reading out data from the first
storage area corresponding to the computing device
specified by the interrupt processing unit among the
plurality of storage areas,

the information processing apparatus further comprising a
plurality of nodes each including one or more computing
devices,

a first node among the plurality of nodes has the first
computing device,

the interrupt generating unit generates the interrupt corre-
sponding to the transmission of the data by the data
transmission processing unit with respect to the trans-
mission destination of the data together with node iden-
tification information specifying the first node,

a second node among the plurality of nodes has storage
areas respectively corresponding to the plurality of
nodes and the second computing device,

the interrupt processing unit specifies from which node the
interrupt is requested based on the node identification
information received together with the interrupt when
receiving the interrupt from the first node, and

the data receiving unit reads out the received data from the
first storage area corresponding to the node specified by
the interrupt processing unit among the plurality of stor-
age areas provided to correspond to the plurality of
nodes, respectively,

different priorities are set one for each node, and

the node identification information includes priority infor-
mation indicating the priority.

2. The information processing apparatus according to

claim 1, wherein:

the first computing device has a cross call reception pro-
cessing unit receiving a cross call from an operating
system (OS) executed on the first computing device,

the data transmission processing unit transmits data to be
transferred to a computing device of a transmission des-
tination of the cross call received by the cross call recep-
tion processing unit to the first storage area of the plu-
rality of storage areas, and

the interrupt generating unit generates the interrupt with
respect to the computing device of the transmission des-
tination of the cross call received by the cross call recep-
tion processing unit.

3. The information processing apparatus according to

claim 1, wherein:

the first computing device has a cross call reception pro-
cessing unit receiving a cross call from an operating
system (OS) executed on the first computing device,

the data transmission processing unit transmits data to be
transferred to a computing device of a transmission des-
tination of the cross call received by the cross call recep-
tion processing unit to the first storage area of the plu-
rality of storage areas, and

the second computing device includes a data storage pro-
cessing unit storing the data read out from the first stor-
age area by the data receiving unit in an OS storage area
corresponding to the OS executed by the computing
device of the transmission destination of the cross call.

4. The information processing apparatus according to

claim 1, wherein:

a hypervisor managing the OS throughout the plurality of
nodes includes the identification information, and

20

25

30

35

40

45

55

65

16

the hypervisor receives a cross call from an OS, the hyper-
visor judges the first storage area storing data by refer-
ring to the identification information in each of a trans-
mission source computing device and a transmission
destination computing device of the cross call.

5. The information processing apparatus according to
claim 1, wherein:

the priority information has first priority information indi-

cating a first priority and second priority information
indicating a second priority lower than the first priority
set in any one of the plurality of nodes,

the first computing device includes a selection unit ran-

domly selecting any one of the first priority information
and the second priority information, and

the interrupt generating unit notifies the transmission des-

tination of the data of any one of the first priority infor-
mation and the second priority information selected by
the selection unit as the node identification information.

6. The information processing apparatus according to
claim 1, wherein:

the storage area includes a first management area perform-

ing an access to change a status of the corresponding
storage area from the first computing device and a sec-
ond management area performing an access for the sec-
ond computing device to acquire data on different cache
lines.

7. The information processing apparatus according to
claim 1, further comprising:

aplurality of nodes each including one or more computing

devices,

wherein a first node among the plurality of nodes has the

first computing device and a storage area corresponding
to the first computing device,

a second node among the plurality of nodes has the second

computing device,
the interrupt processing unit specifies from which comput-
ing device the interrupt is requested based on the iden-
tification information received together with the inter-
rupt when receiving the interrupt from the first node, and

the data receiving unit reads out the received data from the
first storage area corresponding to the computing device
specified by the interrupt processing unit among the
plurality of storage areas provided to correspond to the
plurality of computing devices, respectively.

8. An information processing method in an information
processing apparatus including a plurality of computing
devices and a plurality of storage areas, comprising:

by a first computing device among the plurality of comput-

ing devices,

transmitting data to be transferred to another computing

device to a first storage area among the plurality of
storage areas; and

generating an interrupt corresponding to transmission of

the data with respect to a transmission destination of the
data together with identification information specifying
the storage area, and

by a second computing device among the plurality of com-

puting devices,

specifying from which computing device the interrupt is

requested based on the identification information
received together with the interrupt when receiving the
interrupt; and

reading out data from the first storage area corresponding

to the computing device specified by an interrupt pro-
cessing unit among the plurality of storage areas,
wherein
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the information processing apparatus includes a plurality
of'nodes each including one or more computing devices,
and

a first node among the plurality of nodes has the first
computing device,

the information processing method further comprises; gen-
erating an interrupt corresponding to transmission of the
data with respect to a transmission destination of the
datatogether with node identification information speci-
fying the corresponding first node,

a second node among the plurality of nodes has storage
areas respectively corresponding to the plurality of
nodes and the second computing device,

the information processing method further comprises;
specifying from which node the interrupt is requested
based on the node identification information received
together with the interrupt when receiving the interrupt
from the first node, and reading out the received data
from the first storage area corresponding to a specified
node among a plurality of storage areas provided to
correspond to the plurality of nodes, respectively,

different priorities are set one for each node, and

the node identification information includes priority infor-
mation indicating the priority.

9. The information processing method according to claim

further comprising:

by the first computing device,

receiving a cross call from an operating system (OS)
executed on the corresponding first computing device;

storing data to be transferred to a computing device of a
transmission destination of the received cross call in a
first storage area among the plurality of storage areas;
and

generating the interrupt with respect to the computing
device of the transmission destination of the cross call
received by a cross call reception processing unit.

10. The information processing method according to claim

further comprising:

by the first computing device, receiving a cross call from an
operating system (OS) executed on the corresponding
first computing device;

by the first computing device, storing data to be transferred
to a computing device of a transmission destination of
the received cross call in a first storage area among the
plurality of storage areas; and

by the second computing device, storing the data read out
from the storage area in an OS storage area correspond-
ing to the OS executed by the computing device of the
transmission destination of the cross call.

11. The information processing method according to claim

further comprising:

a hypervisor managing the OS throughout the plurality of
nodes includes the identification information,

when the hypervisor receives a cross call from the OS, the
hypervisor judges the first storage area storing data by
referring to the identification information in each of a
transmission source computing device and a transmis-
sion destination computing device of the cross call.

12. The information processing method according to claim

further comprising:

wherein the priority information has first priority informa-
tion indicating a first priority and second priority infor-
mation indicating a second priority lower than the first
priority set in any one of the plurality of nodes,

by the first computing device,

randomly selecting any one of the first priority information
and the second priority information, and
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notifying the transmission destination of the data of any
one of the first priority information and the second pri-
ority information selected as the node identification
information.

13. The information processing method according to claim

8, wherein:

the storage area includes a first management area perform-
ing an access to change a status of the corresponding
storage area from the first computing device and a sec-
ond management area performing an access for the sec-
ond computing device to acquire data on different cache
lines.

14. The information processing method according to claim

8, further comprising:

wherein the information processing apparatus includes a
plurality of nodes each including one or more computing
devices,

a first node among the plurality of nodes has the first
computing device and a storage area corresponding to
the corresponding first computing device, and

a second node among the plurality of nodes has the second
computing device,

specifying from which computing device the interrupt is
requested based on the identification information
received together with the interrupt when receiving the
interrupt from the first node, and

reading out the received data from the first storage area
corresponding to a specified computing device among
the plurality of storage areas provided to correspond to
the plurality of computing devices, respectively.

15. A non-transitory computer-readable recording medium
having stored therein a program that allows a computer
including a plurality of computing devices and a plurality of
storage areas to execute processing, comprising, transmitting
data to be transferred to another computing device to a first
storage area among the plurality of storage areas; and gener-
ating an interrupt corresponding to transmission of the data
with respect to a transmission destination of the data together
with identification information specifying the storage area,
wherein the computer includes a plurality of nodes each
including one or more computing devices, and a first node
among the plurality of nodes has the first computing device,
the information processing method further comprises; gener-
ating an interrupt corresponding to transmission of the data
with respect to a transmission destination of the data together
with node identification information specifying the corre-
sponding first node, different priorities are set one for each
node, and the node identification information includes prior-
ity information indicating the priority.

16. An information processing apparatus, comprising:

a plurality of computing devices; and

a plurality of storage areas, wherein

a first computing device among the plurality of computing
devices includes,

a data transmission processing unit transmitting data to
be transferred to another computing device to a first
storage area among the plurality of storage areas,

a processing priority selecting unit selecting any one of
two priorities as a priority of an interrupt correspond-
ing to transmission of data by the data transmission
processing unit, and

an interrupt generating unit generating an interrupt cor-
responding to transmission of data by the data trans-
mission processing unit with respect to a transmission
destination of the data together with identification
information specifying the storage area and the
selected priority, and
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a second computing device among the plurality of comput-
ing devices includes,
an interrupt processing unit specifying from which com-
puting device the interrupt is requested based on the
identification information received together with the
interrupt when receiving the interrupt, and
a data receiving unit reading out data from the first
storage area corresponding to the computing device
specified by the interrupt processing unit among the
plurality of storage areas,
the information processing apparatus includes a plurality
of'nodes each including one or more computing devices,
and
a first node among the plurality of nodes has the first
computing device,
the interrupt generating unit generates the interrupt corre-
sponding to the transmission of the data by the data
transmission processing unit with respect to the trans-
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mission destination of the data together with node iden-
tification information specifying the first node,

a second node among the plurality of nodes has storage
areas respectively corresponding to the plurality of
nodes and the second computing device,

the interrupt processing unit specifies from which node the
interrupt is requested based on the node identification
information received together with the interrupt when
receiving the interrupt from the first node, and

the data receiving unit reads out the received data from the
first storage area corresponding to the node specified by
the interrupt processing unit among the plurality of stor-
age areas provided to correspond to the plurality of
nodes, respectively,

different priorities are set one for each node, and

the node identification information includes priority infor-
mation indicating the priority.
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